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1 Erinnerung

Definition. (Euler Formel) ‘
€'Y =cosp+isingp

Definition. (Polarform)
Die Polarform von z =z + iy € C sei (Achtung! ¢ € (—m, 7))

2 =1, 'arctan(%), x>0
Buler Formel _ — r{cosip 4 ising). arctan(%) +m x<0Ay>0
_ B arctan(%) —m, z<0Ay<O0
mit r = [|z]|, Y= 3 2=0Ay>0
x:rc?sgo, -5 r=0Ay <0
y= sy | undefiniert, r=0Ay=0

Bemerkung.

Die Berechnung des Winkels ¢’ im Intervall (0, 27] kann im Prinzip so durchgefiihrt wer-
den, dass der Winkel zunéchst wie vorstehend beschrieben im Intervall (—m, 7] berechnet
wird und, nur falls er negativ ist, noch um 27 vergrossert wird:

) {w+2m ¢ <0
Y = .
v, otherwise.

Bemerkung.
Alternativ zu arctan kann die Berechnung von ¢ auch tiber den sinus und cosinus erfol-
gen:

T
cos(p) = = Y= arccos(;)

Sl |8

: . (T
sin(p) = = Y= arcsm(;)



2 Lineare Gleichungssysteme LGS

Der allgemeine Fall hat m lineare Gleichungen, n Unbekannte und stellt ein LGS dar.
Falls

m > n, dann ist das LGS tiberbestimmt (numerisch l6sbar)
m < n, dann ist das LGS unterbestimmt (analytisch 16sbar)

m = n, sonst (analytisch losbar)

1171 + a12%2 + - -+ ATy = by

92121 + A922T9 + -+ Aonly = b2

= Ax=0b>
Am1T1 + Q2T + -+ + ATy = bm
Wobei
aip a2 - ap

a a a ! T bl

21 22 e 2n

A= , x=1 1], b=1|]:

Ty bm,

Am1 Am2 ' Qmn

A = Koeffizientenmatrix, x £ Unbekanntenvektor, b = Losungsvektor (RHS)
Losungsansatz: Gauss-Elimination

Bemerkung. Fiir ein LGS gilt jeweils eines der folgenden Punkte: Es besitzt
e genau eine Losung, dann nennt man es ein requlares LGS
e keine Losung, dann nennt man es ein singulares LGS

e o0 viele Losungen, dann nennt man es ebenfalls ein singuldres LGS



fh

Let’ ok

Kochrezept: Gauss-Elimination
Gegeben: LGS Ax =b (fir m <n V m =n)

a;x Q2 - QAip b
a a a !
21 22 2n
A= , b=
b,
Am1 Am2 - Qmp
Gesucht:
X
€Tr —=
T,

1. Stelle die erweiterte Koeflizientenmatrix auf

aip o a, | b
—(A|b).

m1 = Gmp bm

2. Bringe (A | b) durch Operationen der Art (I), (II), (III) in folgende Form (Zeilen-
stufenform, d.h. es muss nicht umbedingt die Einheitsmatrix ergeben!):

1 0 T

. & (]1 ‘ :1:) , wobei 1 = Einheitsmatrix
0 1|z,

(I) Zeilen vertauschen

(IT) Addition/Subtraktion von einer Zeile (Gleichung) zu einer anderen

(III) Ver-k-fachen einer Zeile (Gleichung) mit k£ € R\ {0}

3. Am besten geht das, wenn ihr das folgende Verhéltnis bildet (dies werden wir spéter
nochmals brauchen!)

Qs
lij = ai
33
und dies folgend nutzt
T1 T2 T3 RHS
(2) a1 A12 Q13 b1 (i4) 21 -() a1 @12 a13 bl
(17) (a21 Aoy Q3 | by > ~ a1 — la1a11 A — la1ara  agg — la1aqz | by — la1by
(ZM) as; Az ass bg as1 a3z @33 b3



, a1y a2 a3 by ay
(#92)—l31-(%) __ __ ~
~ 0 22 a3 by ~

as; — ls1a11  asy —ls1a12  asz — ls1a13 | by — l31b; 0

Beispiel 1:
Lose das folgende LGS:

21’1-1‘2—21’3:2
4.1’1 — 2372 + 2253 =-2
8xr1 — 4x9 4 63 = —6

Losung:
21y — 29 — 223 = 2 2 -1 —2[2\ (2 -1
Az — 29 + 20 = —2 = (4 —2 2| 2|90 o
87y — 4z + 673 = —6 8§ -4 6 |6 8 —4
(2 =1 =2| 2 1 2 —1 2| 2 VI 2 —1
W0 to 0 6| -6 (oo 1]-1]"3" (0 o
0O 0 14 |-14 0O 0 14 |-14 0 O
_ _1
(- =2 i 2 =1 00 L 1 5 010
~ 0 0 1|—-1]>~"10 0 1|-1]=(%
0O 0 00O 0 0 0|0
In der 3. Zeile gibt es nur Nullen = oo viele Losungen.
Mit Ruckwiértseinsetzen erhalten wir von der 2. Zeile:
T3 = -1
Mit Ruckwértseinsetzen erhalten wir von der 1. Zeile:
=0 < _ !
T 2$2 = T = 2272

Wihle z.B. x5 =t € R als freien Parameter

st
L= t teR
-1
Bemerkung.
Falls wir statt (%) z.B.
1 —5 0|0
0 0 1|-1
0 0 0] 2

erhalten hatten, gabe es keine Losung, weil in der 3. Zeile 0 = 2 steht, was
einen Widerspruch darstellt.

Q12 a3
a22 A23
a3z Aa3s3

bekanntlich

by
by



Beispiel 2:
Fiir welche Werte von a € R besitzt das folgende homogene lineare Glei-chungssystem
eine nichttriviale (von 0 verschiedene) Losung?

SCl—.Z'g:O
—2r1t+axy —x3=0

a’ry + 2axs — 1025 = 0

Losung:
Tr1 — T3 = 0 1 0 -1 0
—2x1 4+ axy —x3 =10 = —2 a -110
a’ry + 2axy — 1023 = 0 a*> 2a —101|0
1 0 —-110 1 0 -1 N 1 0 -1
2 a 1|0 ~[-2 a —1]WEO0 4 -3
a’> 2a —101]0 a’> 2a —10 a’> 2a —10
B e L Y A B
(Z”)Zjl -(3) 0 a _3 (zu)—v\:})z-(zz) 0 a _3
0 2a a®>—10 0 0 a*>—4
1. Fall: x3 #0

Die 3. Zeile gibt uns
(a>4)r3=0 = a*—4=0 & a==2

Wir wihlen 23 =: s, s € R\ {0} als freien Parameter.
Mit Riickwartseinsetzen erhalten wir von der 2. Zeile

arys —3s=0 & ar9=35s & T9=—
Mit Riickwartseinsetzen erhalten wir von der 1. Zeile
r1—s=0 & x1=s

Somit sind wir bereits bei der Losung von diesem Fall angelangt:

s
L= B 1lseR\{0},a==+2
s
2. Fall: z3=0
Somit macht die 3. Zeile keine Aussage iiber a. Also miissen wir auf die 2. Zeile
ausweichen.

ares —3r3=0 = are—3-0=0 = azeo=0 = a=0V2y=0

(a) a =0, x9 #0:
Wir wéhlen zo = ¢, t € R\ {0} als freien Parameter. Mit Riickwértseinsetzen
erhalten wir von der 1. Zeile 1 = 0. Somit erhalten wir die Losung:

0
L={[t]|teR\{0},a=0
0



(b) x5 = 0: Somit folgt aus der 1. Zeile: 27 =0
0
Dieser Fall liefert nur die triviale Losung | 0 | und kann ausgeschlossen wer-
0
den.

Insgesamt folgt also, dass wir fiir a € {—2,0, 2} nichttriviale Lésungen erhalten.

3 Matrizen und Vektoren im R" und C"

Definition.

Die im folgenden Bild eingekreisten Elemente heissen Pivotelement oder kurz Pivot.
Fr " Tng 0t Tp, Tpe4l 0 T 1
(CLl,nl)... o« e e * * PR * Cl

(1)
\6/ a2n sk * sk Co

0 0 ’ Cl,gﬂn_, * * Cy
0 0 . 0 s
0 0 0 0| cm

Definition. Pivotisierung
Pivotisiere in der aktuellen Spalte j, d.h. bestimme den Index i, € {j,j +1,...,n} mit

iyl = Jnax |az;l.
Definition.

In der Zeilenstufenform (ZSF) des Systems heisst die Anzahl r € IN der Pivotelemente
der Rang der Matrix A € R™*" und des Gleichungssystem, d.h.

Rang(A) :=r = # Pivotelemente.

Bemerkung.
Sei die Matrix A € R™*™ und der Rang r € N, dann gilt

(i) » < min{m,n},
(ii) & —r = # freie Parameter, mit k € min{m,n}.

Beispiel zu (ii):

m<n:
300 =2
A=[(0 1 0 12 ~ Rang(A) =3
00 2 -1

Hier sieht man, dass der Rang nicht mehr als 3 sein kann, da die maximal mogliche
Anzahl Pivotelemente gleich 3 ist.



1 0 =2
02 5

B = 00 —19 ~s Rang(B) = 3
00 0

In diesem Fall ist die letzte Zeile linear abhéngig, d.h. mit den ersten drei Zeile
konnen wir die Letzte zu Nullzeile umwandeln. Somit ist auch hier die maximal
mogliche Anzahl Pivotelemente gleich 3.

Rechenregeln:
Sei A € E™™ und sei B,C € E™™ mit E € {R, C}.

(i) Rang(AT) = Rang(A) = Rang(AH)
(ii) Rang(B) + Rang(C) —n < Rang(BC') < min{Rang(B), Rang(C)}

Definition.

Sei das folgende lineare Gleichungssystem (LSG) gegeben:
% “ .. :L.TLZ PR . e o a’/‘nr 'CCTL1+1 ) :L'n 1
(alﬂ’l,l).-. o« o « o * * “ s n * Cl

SO moe a5l Jiee tes R B e || &
0 sss @ oo ’@ x .- x| c

0 sz [ sae zee 0 ses  ame Qi || s

Die im Falle m > r fiir die Exstenz einer Losung notwendigen Bedingungen

Crgl = Cryg = .. = Cpy =0

sind die Vertraglichkeitsbedingung des LGS.

Definition einer Matriz A € R™*™

aix Q2 - Qin P
Aoy 9y -+ Qo mA: Zeilen

A= ) ) n = Spalten
Am1 Am2 - Qmnp

Bemerkung.
Falls m = n, dann heisst die Matrix A quadratisch.

Rechnen mit Matrizen.
Sei ein Skalar (Zahl) a € R, seien die Matrizen A,B € R™*™ und C € R"*?, dann gilt

e Addition: (A+ B);; = (A);; £ (B);;



e Matrixmultiplikation: (AC);; =Y (A)y - (C)i

k=1
Die resultierende Matrix AC' ist eine m x p Matrix.

an A1n
: 1 C1j C1p
A= Q41 Qi ) C=
: Cn1 Cnj Cnp
Am1  *° Qmn

AC — (AC)ij = aincij + - + QinCyj

e Erinnerung: Skalarprodukt (Dotproduct)

aq b1
an bn

Beispiel 3:
Berechne AB mit den gegebenen Matrizen.

0 5
A:G _03 g) B=|1 1
-2 0
Losung:
AB — 2:0+-3-1+5--2 2-54+-3-14+0-5\ [(—-13 7
- \1-0+0-1+-2-2 1-5+0-1+2-0) \ -4 5
Matlab:

Nun kontrollieren wir das ganze mit Hilfe von Matlab.
Wir befinden uns im Command Window:

% erstelle die Matrix A und B
> A =12 -3 5; 10 2];
> B =10 5; 1 1; =2 0];
% fuehre die Multiplikation aus
>> AxB
ans =

—13 7

—4 5)

Spielen wir noch etwas mit Matlab damit ihr alle notigen Funktion kennt, um selbst zu
iiberpriifen, ob ihr Fehler gemacht habt.

Angenommen ihr wollt (AB)T = BT AT berechnen, ohne die Matrizen von hand zu
transponieren:



10

11

12

13

14

% erstelle die Matrix A und B
> A =12 -3 5; 10 2];
> B =10 5; 1 1; =2 0];

% fuehre die Multiplikation aus

>> (AxB)’
ans =
—13 —4
7 5
>> B'xA’
ans =
—13 —4
7 5

% erstelle eine 3—dim.
Einheitsmatrix
>> einheitsmatrix = eye(3);

Bemerkung.
Es gelten fiir die Matrixmultiplikation die géngigen Rechenregeln (Assoziativitdt, Dis-

Definition.
Sei A einen relle m x n - Matrix. Die n x m - Matrix AT mit (AT);; = Aj;; heisst die zu
A transponierte Matrix.

Definition. o
Sei A einen kompleze m x n - Matrix. Die n x m - Matrix A7 mit A¥ = (A)T = AT
heisst due zu A hermitesch oder konjugiert-transponierte Matrix.

Bemerkung. (Eigenschaft von transponiert bzw. hermitesch)
Sei A, B € E™*" dann gilt
(AB)H = BHAH (bzw. (AB)T = BT AT).

Beispiel 4:
Berechne A" der gegebenen Matrix:

3+ 2 -5
A= 1 15— 171
0 0.5¢
Losung:
34+ 21 -5 ) )
. ) 3—2 —1 0
A= i 15—Ti = AH:( . )
0 0.5 -5 1547 —0.5¢
Definition.

Eine quadratische Matrix A € E nennt man nilpotent, wenn einer ihrer Potenzen die
Nullmatrix ergibt:
A* = 0 fiir das kleinste k € IN.

10



Bemerkung.
Wenn die untere Dreiecksmatrix L € I gleich Null ist, dann handelt es sich um eine

nilpotente Matrix.

0 *x =«
L=1|: - 4 = LF =0 fiir ein k€ N.
0 --- 0
Beispiel 5:

01 1
000
5 -3 2

B=|15 -9 6 ~ B*=0
10 —6 4
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