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1 Invertierbare Matrizen

Definition.
Eine Matrix A € E™*" heisst tnvertierbar
<= JIB € ™" so dass AB = BA=1.

1 0 0
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1:= = Einheitsmatrix
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0 --- 0 1

B heisst dann Inverse von A und wird meistens mit B = A~! bezeichnet.

Eigenschaften:
Sei A, B € E™*" dann gilt:

(i) Falls A™! existiert, dann ist A~! eindeutig
(ii) (A1) 1=A4

(i) (AB)"! = B-1A-1

(iv) (Af)7h=(a"H)"

(v) (A1)~ =(A7)"

Definition.
Fiir eine 2 x 2 Matrix kann man die folgende Definition fiir die Berechnung der Inverse

benutzten.
-1
-1 a b
= (0)
B 1 d —b
~det(A) \—¢ a
B 1 d —b
ad —bc \—c a
Definition.

Eine Matrix A € E™™ heisst symmetrisch/hermitesch, falls gilt: A = AH.

Bemerkung.

Sei A, B € E™" dann gilt

(AB) = BHAH (bzw. (AB)T = BT AT).
Satz.

Sei A € E"" dann gilt:

A ist invertierbar <= A ist reguléar
= VbeE", LGS Az =0b: 3z eE"sd z=A"
<= Rang(A) =n (" A hat voller Rang”)



Definition.
Ist m eine beliebige natiirliche Zahl, 1 < ¢,j < m mit ¢ # j, A € Eund A € E™*™ so
nennt man die Matrizen P, S;(A), E;;(A) € E™*™ Elementarmatrizen.

(i) Zeile i mit Zeile j vertauschen, multipliziere von links die Permutationsmatriz P,;A:

i-te Spalte j-te Spalte
1
1
0 1 i-te Zeile
1
1
1 0 j-te Zeile
1
1
Bemerkung: Fir Permutationsmatrizen gilt: Pg = Pgl = P;.
(ii) Zeile i mit A # 0 multiplizieren, multipliziere von links S;(\)A:
i-te Spalte
1
1
Si(A) = A i-te Zeile

(iii) Zeile ¢ durch (Zeile ¢ + \- Zeile j) erstetzten, multipliziere von links E;;(\)A:

i-te Spalte j-te Spalte
1
1
1 A i-te Zeile
1
Ei;(A) =
1
0 1 7-te Zeile
1




Bemerkung.

Oben haben wir gesehen wie man Zeilenumformungen mit Links-Multiplikation von Ele-
mentarmatrizen macht. Wenn wir nun P,;, S;(X), E;;(X) € E™ ™ von rechts multiplizieren,
z.B. AP;;, dann erhalten wir Spaltenumformungen.



fh

Let’ ok

Kochrezept: Berechnung der Inverse
Gegeben: A € E™*"
Gesucht: A~!

1. Schreibe das Schema (A|1)

2. Forme A mit Hilfe von Gauss-Elimination in die Einheitsmatrix um
(A[L) ~ -~ (T]AT)

3. Teste A~ 1A= AA"1 =1

Bemerkung.
Sei A € E™*" dann gilt:

a0 0 = 0 0
A - 0 — A_l = 0
0 : 0
0 0 0 0 =
Beispiel 1:
Gegeben: A € R3*3:
3 2 6
A=11 1 3
-3 -2 =5
Gesucht: A~!
Losung:
3 2 6 |1 0 O 3 2 6 1 0 0
< 1 1 3|01 0> (z‘z‘)g-(i)( 0 5 1 |—3 1 0>
-3 -2 —-5/0 0 1 -3 -2 =5 0 0 1
3 2 6,1 00 3 2 6,1 0 0
0O 0 1,1 01 0O 0 1,1 0 1
3 2 0]-5 0 —6 3 0 0] 3 -6 0
— S8 (iii 3 —% i 1 _ 4 .
0O 0 11 0 1 0 0 1|1 0 1
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1 0 1
1 -2 0
e Ail = —4 3 _3
1 0 1

2 Orthogonale und unitare Martrizen

Definition.
Eine komplexe n x n - Matrix A heisst unitdr, falls AHA = AAH = 1.
Eine reelle n x n - Matrix A heisst orthogonal, falls ATA = AAT = 1.

Satz.
Sind A, B € E™" unitére (bzw. orthogonale) Matrizen, so gilt:

(i) A ist regulér

(i) A~!' = A" (bzw. A~! = AT)
(iii) A~! ist unitar (orthogonal)
(iv) AB ist unitir (orthogonal)

Definition.
Das Kronecker-Delta ist definiert durch:

Definition. FEinheitsvektoren

0
1 0 : 0
1 0
0 :
€1 = . , €2 1= 0 y € i = 1 ,En 1= :
e
0 :
0

Beispiel 5:
[} <€1,€2> =0
o er,e1) =1

Definition Orthonormal
Seien a,b € E". Die Vektoren a,b sind orthonormal, falls folgenden Bedingungen erfiillt
sind:



(i) Die Vektoren sind normiert, also es gilt:

|la]| =1 bzw. b =1.

(ii) Die Vektoren sind orthogonal, also es gilt:

1, a=b
<a,b>:{0’ a#b

Bemerkung.
Fiir eine orthogonale Matrix A € E™*" mit der Form A = (a]...|a,) sind die Spaltenvek-
toren aq, ..., a, paarweise orthonormal.



